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The first instance of this phenomenon is extremely simple and trivial. Consider

an analog of the “factorization channel” diagram (2.22), but connecting two black

vertices. Because these vertices require that all the e�’s be parallel, it makes no

physical di↵erence how they are connected. And so, on-shell diagrams related by,

(2.28)

represent the same on-shell form. Thus, we can collapse and re-expand any chain

of connected black vertices in anyway we like; the same is obviously true for white

vertices. Because of this, for some purposes it may be useful to define composite black

and white vertices with any number of legs. By grouping black and white vertices

together in this way, on-shell diagrams can always be made bipartite—with (internal)

edges only connecting white with black vertices. We will, however, preferentially

draw trivalent diagrams because of the fundamental role played by the three-particle

amplitudes.

There is also a more interesting equivalence between on-shell diagrams that will

play an important role in our story. We can see this already in the BCFW represen-

tation of the four-particle amplitude given above, (2.20). The picture is obviously not

cyclically invariant—as a rotation would exchange its black and white vertices. But

the four-particle amplitude of course is cyclically invariant; and so there is another

generator of equivalences among on-shell diagrams, the “square move”, [80]:

(2.29)

The merger and square moves can be used to show the physical equivalence of

many seemingly di↵erent on-shell diagrams. For instance, the following two diagrams

generate physically equivalent on-shell forms:

(2.30)
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Scattering amplitudes



✤ Our theoretical framework to describe Nature

✤ Compatible with two principles

Quantum Field Theory (QFT)

Special relativity Quantum mechanics
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Standard formulation

✤ Fields, Lagrangian, Path integral

✤ Feynman diagrams: pictures of particle interactions 
Perturbative expansion: trees, loops

L = � 1
4Fµ⌫Fµ⌫ + i 6D �m  

(Dirac, Heisenberg, Pauli; Feynman, Dyson, Schwinger)
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Great success of QFT

✤ QFT has passed countless tests in last 70 years

✤ Example: Magnetic dipole moment of electron

1928
Theory: 

Experiment:

ge = 2

ge ⇠ 2
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Great success of QFT

✤ QFT has passed countless tests in last 70 years

✤ Example: Magnetic dipole moment of electron

1947
Theory: 

Experiment:

ge = 2.00232

ge = 2.0023
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Great success of QFT

✤ QFT has passed countless tests in last 70 years

✤ Example: Magnetic dipole moment of electron
1957 Theory: 

Experiment:

ge = 2.0023193

1972 ge = 2.00231931
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Great success of QFT

✤ QFT has passed countless tests in last 70 years

✤ Example: Magnetic dipole moment of electron

1990
Theory: 

Experiment:

ge = 2.0023193044

ge = 2.00231930438
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Dualities

✤ At strong coupling: perturbative expansion breaks

✤ Surprises: dual to weakly coupled theory
Gauge-gauge dualities

Gauge-gravity duality

(Montonen-Olive 1977, Seiberg-Witten 1994)

(Maldacena 1997)
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Motivation

✤ Our picture of QFT is incomplete

✤ Also, tension with gravity and cosmology

✤ Explicit evidence: scattering amplitudes

If there is a new way of thinking about QFT, 
it must be seen even at weak coupling
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Hidden simplicity  
in scattering amplitudes



Scattering amplitudes

✤ Function of spin and external 
kinematics 

✤ Probability of a given process 
during a particle collision

✤  Experimentalists measure 
cross-section 

� =
R
d⌦ |M|2

M(p, s, . . . )
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Colliders at high energies

✤ Proton scattering at high energies

✤ Needed: amplitudes of gluons for higher multiplicities

LHC - gluonic factory

gg ! gg . . . g

Two helicities: + - 
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Early 80s

✤ Status of the art: gg ! ggg

(k1 · k4)(✏2 · k1)(✏1 · ✏3)(✏4 · ✏5)

Brute force calculation
24 pages of result
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New collider

✤ 1983: Superconducting Super Collider approved

✤ Energy 40 TeV: many gluons!

        

✤ Demand for calculations, next on the list: gg ! gggg
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Parke-Taylor formula

✤ Process                     

✤ 220 Feynman diagrams,     100 pages of calculations

✤ 1985: Paper with 14 pages of result

 

gg ! gggg

⇠
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Parke-Taylor formula

✤ Process                     

✤ 220 Feynman diagrams,     100 pages of calculations

 

gg ! gggg

⇠
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Parke-Taylor formula
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Parke-Taylor formula

✤ Within a year they realized 

 

M6 = h12i3
h23ih34ih45ih56ih61i

pµ = �µ
aȧ�a�̃ȧ

h12i = ✏ab�
(1)
a �(2)

b

Spinor-helicity variables

[12] = ✏ȧḃ�̃
(1)
ȧ �̃(2)

ḃ

(Mangano, Parke, Xu 1987)
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Parke-Taylor formula

✤ Within a year they realized 

 

m Fermi National Accelerator Laboratory 

FERMILAB-Pub-86/42-T 
March, 1986 

AN AMPLITUDE FOR n GLUON SCATTERING 

STEPHEN 3. PARKE and T. R. TAYLOR 

Fermi National Accelerator Laboratory 
P.O. Box 500, Batavia, IL 60510. 

Abstract 

A non-trivial, squared helicity amplitude is given for the scattering of an 
arbitrary number of gluons to lowest order in the coupling constant and to 
leading order in the number of colors. 

*rated by Unlversitles Research Association Inc. under contract with the United States Department 01 Energy 

Mn = h12i3
h23ih34ih45i...hn1i
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Gauge redundancy

✤ Where is the problem? Massless particles

✤ Particles with spin: gauge redundancy

✤ Individual Feynman diagrams not gauge invariant           
Huge cancellations among diagrams

✏µ ! ✏µ + ↵pµ
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Locality and unitarity

✤ Redundancy: local interaction picture, off-shell particles

✤ Two principles manifest:

    I) Locality: particles interact point-like       

   II) Unitarity: sum of probabilities is 1

Amplitude:
only poles

Amplitude:
factorization

P =
X

i2�

pi
1

P 2
! 1
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Modern methods for amplitudes

✤ Lessons from Parke-Taylor calculation:

✤ No fields, Lagrangians or path integrals

✤ Exploit locality and unitarity: fix the amplitude

   

Gauge invariance + physical states 
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Recursion relations

✤ Large class of theories at tree-level

✤ Tree-level unitarity

✤ Shift momenta + Cauchy formula 

✤ Very efficient method: 

p1 ! p1 + zq
p2 ! p2 � zq

(Britto-Cachazo-Feng-Witten 2005)

Feynman diagrams

Recursion relations

220

3

2485
6

34300

20

gg ! 4g gg ! 5g gg ! 6g
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Unitarity methods

✤ Iterative use of the unitary cut

✤ Generate basis of integrals, fixing coefficients from cuts

✤ Tremendous success                                                             
in calculations in 1990-today

1 (i) 4

32

5

6

(h)

2

41

3

5

7 6

1 4(g)

2 3

5

(f)1

2 3

4

5

(e) 41

2 3

5

3

(d)

2

41

(a)

32

1 4 4(b)

32

1

2

4(c)1

3

Example: Four point 3-loop amplitudes 
in supersymmetric Yang-Mills theory and gravity

(Bern-Dixon-Kosower)
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Unitarity methods

✤ QCD background at LHC

✤ BlackHat collaboration

✤ Huge efficiency in NLO          
calculations

(Bern-Dixon-Kosower)

Used by CMS 
in comparison 

to data, 
March 2014
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Toy model

✤ This is a great success; is there a deeper structure?

✤ Time-proven method: study a toy model first

Four-dimensional interacting theory

Close to the real world (QCD) as much as possible

Ability to generate plenty of explicit results

Wish list:
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Maximally supersymmetric  
Yang-Mills theory in planar limit
✤ Conformal, convergent series

✤ Great toy model for QCD

✤ Past: new methods for amplitudes originated here

Tree-level amplitudes identical

Loop amplitudes simpler, structures similar

But, no confinement :(

(Brink-Scherk-Schwarz 1977)
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Many faces of the theory

✤ Useful playground for many theoretical ideas

Integrability
Yangian

AdS/CFT
Strong coupling

Wilson loops
OPE expansion

Twistor string
Hexagon 
bootstrap

BDS ansatz

20/39



Simple amplitudes

✤ Comparison: Feynman diagrams vs unitary methods
Number of 

graphs

87 vs 1

gg ! gg

1000 vs 2⇠
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What is the amplitude?

✤ Standard: Function consistent with locality and unitarity

✤ Our goal: Different definition

New definition of the amplitude

No fields, Lagrangians, path integrals
Unitarity, locality emergent from other principles
Powerful method for calculations
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Prelude



Volume of polyhedron

✤ New kinematical variables — momentum twistors 

✤ Tree-level process: 

✤ Comparison of two calculations of recursion relations

Z 2 C3

(Hodges 2009)

gg ! 5g

THE 3D INDEX OF AN IDEAL TRIANGULATION AND ANGLE STRUCTURES 7

that recover the complete hyperbolic structure. A case-by-case analysis shows that this ex-
ample admits an index structure, thus the index IT exists. This example appears in [HRS,
Example 7.7]. We thank H. Segerman for a detailed analysis of this example.

2.4. On the topological invariance of the index. Physics predicts that when defined,
the 3D index IT depends only on the underlying 3-manifold M . Recall that [HRS] prove
that every hyperbolic 3-manifold M that satisfies

(2.9) H1(M,Z/2) → H1(M, ∂M,Z/2) is the zero map

(eg. a hyperbolic link complement) admits an ideal triangulation with a strict angle struc-
ture, and conversely if M has an ideal triangulation with a strict angle structure, then M is
irreducible, atoroidal and every boundary component of M is a torus [LT08].

A simple way to construct a topological invariant using the index, would be a map

M "→ {IT | T ∈ SM}

where M is a cusped hyperbolic 3-manifold with at least one cusp and SM is the set of ideal
triangulations of M that support an index structure. The latter is a nonempty (generally
infinite) set by [HRS], assuming that M satisfies (2.9). If we want a finite set, we can use
the subset SEP

M of ideal triangulations T of M which are a refinement of the Epstein-Penner
cell-decomposition of M . Again, [HRS] implies that SEP

M is nonempty assuming (2.9). But
really, we would prefer a single 3D index for a cusped manifold M , rather than a finite
collection of 3D indices.

It is known that every two combinatorial ideal triangulations of a 3-manifold are related
by a sequence of 2-3 moves [Mat87, Mat07, Pie88]. Thus, topological invariance of the 3D
index follows from invariance under 2-3 moves.

Consider two ideal triangulations T and T̃ with N and N+1 tetrahedra related by a 2−3
move shown in Figure 1.

Figure 1. A 2–3 move: a bipyramid split into N tetrahedra for T and N + 1 tetrahedra for

T̃ .

Proposition 2.13. If T̃ admits a strict angle structure structure, so does T and IT̃ = IT .

For the next proposition, a special index structure on T is given in Definition 6.2.

(Picture by Stavros Garoufalidis) 23/39



Evidence for a new structure
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Volume of polyhedron

which we can represent as a contour integral via

M

NMHV
n

= 4!

Z
d

4
�

Z

e
Pn

D

4W
(Z0 · W)5

. (58)

In order to actually compute this volume, we need a triangulation of e
P

n

in terms of

elementary 4-simplices. We may triangulate the polytope in any way we like. The BCFW

representation of the amplitude is one particular choice, which yields the shortest expressions

for the amplitude but has spurious poles. The BCFW triangulation adds no new planes, but

does add new vertices, and the spurious poles are associated with these “spurious” vertices.

The geometrically dual choice — adding no new vertices but adding spurious planes — will

yield expressions for the amplitude that allow us to expose manifest cyclicity and locality in

a new way.

We do this by first triangulating each of the faces of e
P

n

. All the boundaries of e
P

n

lie in

the planes dual to the Z
j

; we denote the face contained in this plane by F

j,n

. Conveniently,

the faces are 3-polytopes, which will allow us to visualize them easily. We can triangulate

F

j,n

=
P

�

T

�

j,n

, where each of the T �

j,n

is a tetrahedron with 4 vertices. In order to triangulate
e
P

n

, we introduce a reference “suspension point”W⇤. With each tetrahedron T

�

j,n

, we associate

a 4-simplex T �

j,n

just by adding the point W⇤ to the 4 vertices of T �

j,n

. The sum over all these

4-simplices then gives a triangulation of e
P

n

given by e
P

n

=
P

j,�

T �

j,n

.

We have a natural choice for the “suspension point”W⇤. Given that our choice of Z0 leaves

the SL(4) acting on the usual bosonic momentum-twistors invariant, it is natural to choose

W⇤ to also preserve this SL(4). Explicitly, we can choose W⇤ = (0, 0, 0, 0, 1). Finally, for a

“local” triangulation, we will choose to triangulate the faces only using the given “physical”

vertices (i i+1 j j+1).

Following [4], let us get acquainted with the faces of P̃
n

by looking at F2,n. The vertices of

F2,n are all the points of the form (1 2 k k+1) and (2 3 l l+1). Two vertices (2abc), (2xyz) are

connected by an edge if the triples (abc), (xyz) share two indices in common. In the simplest

case n = 5, the face F2,5 is just a tetrahedron with vertices (1234), (1245), (2345), (2351). For

6 particles, F2,6 has six vertices, and while e.g. (2356) is connected by an edge to (2345),

there is no edge connecting (2356) to (1234).

It is very easy to recursively build F2,n systematically, starting from the tetrahedron for

F2,5. While the vertices (1234), (1245), (2345) occur in both F2,5 and F2,6, the vertex (2351)

occurring in F2,5 is absent in F2,6; conversely there are three new vertices (2356), (1256) and

(2356) in F2,6 not contained in F2,5. Thus we can obtain F2,6 by starting with F2,5, “chopping

15

at tree-level

8. (Super) Conformal and Dual Conformal Invariance

In this section, we will describe how the Grassmannian formulation of on-shell dia-

grams makes all the symmetries of the theory—both the super-conformal and dual

super-conformal symmetries—completely manifest. Along the way, we will find it

useful to recast the on-shell di↵erential form’s dependence on external kinemati-

cal data in a way which more transparently reflects the geometry of momentum-

conservation; doing so, we will discover a correspondence between (some) cells C 2
G(k, n) with cells bC2G(k 2, n).

8.1 The Grassmannian Geometry of Momentum Conservation

Consider an arbitrary on-shell graph associated with the cell �
�

2G(k, n) labeled by

the permutation � associated with an on-shell di↵erential form f (k)

�

(1, . . . , n). Using

any of the canonical coordinates for the cell C(↵
1

, . . . ,↵
d

) ⇢ �
�

2G(k, n), this form

is given by:

f (k)

�

=

Z
d↵

1

↵
1

^ · · · ^ d↵
d

↵
d

�k⇥4

�
C ·e⌘��k⇥2

�
C ·e���2⇥(n�k)

�
�·C?�. (8.1)

As we saw in section 7, this can also be written as a residue of the top-form,

f (k)

�

=

I
C⇢�

�

dk⇥nC

vol(GL(k))

�k⇥4

�
C ·e⌘�

(1 · · · k) · · · (n · · · k 1)
�k⇥2

�
C ·e���2⇥(n�k)

�
�·C?�. (8.2)

Recall from section 4, the (ordinary) �-functions in (8.2) have the geometric

interpretation of constraining the k-plane C to be orthogonal to the 2-plane e� and

to contain the 2-plane �, [14]:

(8.3)

Because e� ⇢ �?, 4 of the 2n(= 2(n k)+2k) constraints always represent momentum-

conservation, leaving (2n 4) constraints imposed on C in general. Therefore, cells

of G(k, n) with precisely (2n 4) degrees of freedom can be fully-localized by these

constraints, and become ordinary super-functions of the external momenta; cells

of lower dimension become functions with �-function support, and cells of higher

dimension represent integration measures on auxiliary, internal degrees of freedom

(which may represent, for example, the degrees of freedom of internal loop-momenta).

The simplest example illustrating this localization is for k = 2. Here the 2-plane

C is just identified with the �-plane, and equation (8.2) directly becomes the familiar

Parke-Taylor formula for tree-level MHV super-amplitudes, [65, 106]:
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Grassmannian

Configurations of k-planes  
in n dimensions

(Arkani-Hamed, Bourjaily, Cachazo, Hodges, JT 2010) (Arkani-Hamed, Cachazo, Cheung, Kaplan 2009)

Amplitude = volume All-loop order information

gg ! gg . . . g
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“Conjecture”

Amplitudes are volumes
of some regions in some space



The Amplituhedron

(Arkani-Hamed, JT 2013)



Strategy

✤ Simple intuitive geometric ideas: use equations

✤ Generalization: 

✤ Same equations persist

More complicated geometry

Higher dimensions
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Road to Amplituhedron

1

2 3

5
4

Start: 
Point inside a 

convex polygon
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Amplituhedron conjecture

✤ Volume of             :

✤ Consistency check: Locality and Unitarity

✤ Explicit checks against reference theoretical data

Amplitudes in maximally
supersymmetric Yang-Mills theory

number of particles

k
helicity information

`
number of loops

` = 0 : Amplitudes of gluons in QCD

An,k,` n
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Volume of the space

✤ Set of inequalities: Volume = differential form

✤ Simple examples: 

✤ Amplituhedron for amplitude

y > x > 0 : Vol =

dx

x

dy

y � x

y > 0, x > 0 : Vol =

dx

x

dy

y

x > 0 : Vol =

dx

x

gg ! gg

Nice interpretation: Configuration of vectors on a plane
Easy to state, hard to solve — “High school problem”
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✤ Positive quadrant 

High school problem gg ! gg

29/39



✤ Positive quadrant 

✤ Vectors

High school problem gg ! gg

~a1 =

✓
x1

y1

◆
~b1 =

✓
z1
w1

◆

Vol (1) =

dx1

x1

dy1

y1

dz1

z1

dw1

w1
=

29/39



✤ Positive quadrant 

✤ Vectors

High school problem gg ! gg

~a2 =

✓
x2

y2

◆
~b2 =

✓
z2
w2

◆
~a1 =

✓
x1

y1

◆
~b1 =

✓
z1
w1

◆

⇥
[Vol (1)]

2
=

dx1

x1

dy1

y1

dz1

z1

dw1

w1

dx2

x2

dy2

y2

dz2

z2

dw2

w2
=

29/39



High school problem

✤ Positive quadrant 

✤ Vectors

gg ! gg

~a2 =

✓
x2

y2

◆
~b2 =

✓
z2
w2

◆
~a1 =

✓
x1

y1

◆
~b1 =

✓
z1
w1

◆

✤ Impose: (~a2 � ~a1) · (~b2 �~b1)  0

�

� > 90o

Subset of configurations allowed
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High school problem

✤ Positive quadrant 

✤ Vectors

gg ! gg

~a2 =

✓
x2

y2

◆
~b2 =

✓
z2
w2

◆
~a1 =

✓
x1

y1

◆
~b1 =

✓
z1
w1

◆

�

Vol (2) =

dx1

x1

dy1

y1

dz1

z1

dw1

w1

dx2

x2

dy2

y2

dz2

z2

dw2

w2

"
~a1 ·~b2 + ~a2 ·~b1

(~a2 � ~a1) · (~b2 �~

b1)

#
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High school problem

✤ Positive quadrant 

✤ Vectors

gg ! gg

~a2 =

✓
x2

y2

◆
~b2 =

✓
z2
w2

◆
~a1 =

✓
x1

y1

◆
~b1 =

✓
z1
w1

◆

Vol (2) =

�

29/39



High school problem

✤ Positive quadrant 

✤ Vectors

gg ! gg

(~a1 � ~a2) · (~b1 �~b2)  0

(~a1 � ~a3) · (~b1 �~b3)  0

(~a2 � ~a3) · (~b2 �~b3)  0

~a1,~a2,~a3 ~b1,~b2,~b3

✤ Conditions

Vol (3) =
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High school problem

✤ Positive quadrant 

✤ Vectors

gg ! gg

✤ Conditions

~b1,~b2, . . . ,~b`~a1,~a2, . . . ,~a`

(~ai � ~aj) · (~bi �~bj)  0

i, jfor all pairs
Vol (`) = . . . . . .

Let me know if you solve it!
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✤ In the definition of Amplituhedron

✤ Positivity: crucial property of geometry

Positivity

Y = C · Z

Amplituhedron Positive matrices:
Minors are positive

Locality, unitarity, even planarity derived from it
Hidden symmetry of this theory (Yangian) manifest

����
⇤ ⇤
⇤ ⇤

���� > 0
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Question for mathematicians

How to make big positive matrices?
For the case             solved by Alexander Postnikov in 2006` = 0

Positive Grassmannian G+(k, n)

0

@
⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤

1

A

������

⇤ ⇤ ⇤
⇤ ⇤ ⇤
⇤ ⇤ ⇤

������
> 0
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✤ Construct big positive matrix from small ones

✤ Arbitrary graph: positive matrix

✤ Triangulation of Amplituhedron: set of these diagrams

Gluing procedure

✓
⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤

◆

The first instance of this phenomenon is extremely simple and trivial. Consider

an analog of the “factorization channel” diagram (2.22), but connecting two black

vertices. Because these vertices require that all the e�’s be parallel, it makes no

physical di↵erence how they are connected. And so, on-shell diagrams related by,

(2.28)

represent the same on-shell form. Thus, we can collapse and re-expand any chain

of connected black vertices in anyway we like; the same is obviously true for white

vertices. Because of this, for some purposes it may be useful to define composite black

and white vertices with any number of legs. By grouping black and white vertices

together in this way, on-shell diagrams can always be made bipartite—with (internal)

edges only connecting white with black vertices. We will, however, preferentially

draw trivalent diagrams because of the fundamental role played by the three-particle

amplitudes.

There is also a more interesting equivalence between on-shell diagrams that will

play an important role in our story. We can see this already in the BCFW represen-

tation of the four-particle amplitude given above, (2.20). The picture is obviously not

cyclically invariant—as a rotation would exchange its black and white vertices. But

the four-particle amplitude of course is cyclically invariant; and so there is another

generator of equivalences among on-shell diagrams, the “square move”, [80]:

(2.29)

The merger and square moves can be used to show the physical equivalence of

many seemingly di↵erent on-shell diagrams. For instance, the following two diagrams

generate physically equivalent on-shell forms:

(2.30)

– 16 –

0

@
⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤

1

A

0

BBBBBBBBBBBB@

⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤

1

CCCCCCCCCCCCA

Poincaréinvarianceinthesameway,butariseonlyintheorieswithhigher-dimension

operatorslikeF
3

orR
3

.Ingeneral,Poincaréinvariancefixesthekinematicalde-

pendenceofthethree-particleamplitudeinvolvingmasslessparticleswitharbitrary

helicitiestobe,[69]:

A3(h1,h2,h3)/⇢[12]
h

1
+h

2�h

3
[23]

h

2
+h

3�h

1
[31]

h

3
+h

1�h

2Pha>0;

h12i
h

3�h

1�h

2
h23i

h

1�h

2�h

3
h31i

h

2�h

3�h

1Pha<0.
(2.10)

Asmentionedabove,inmaximallysupersymmetrictheoriesallhelicitystates

areunifiedinasinglesuper-multiplet,andsothereisnoneedtodistinguishamong

theparticularhelicitiesofparticlesinvolved;andso,wemayconsiderthesimpler,

cyclically-invariantamplitudes:

and(2.11)

Thefirstincludesamongitscomponentsthe(�,+,+)amplitudeof(2.7),whilethe

latterincludesthe(+,�,�)amplitude.Thesesuper-amplitudesaregivenby,

A
(1)

3=
�
1⇥4�[23]e⌘1+[31]e⌘2+[12]e⌘3�

[12][23][31]
�
2⇥2��1e�1+�2e�2+�3e�3�;

A
(2)

3=
�
2⇥4��1e⌘1+�2e⌘2+�3e⌘3�

h12ih23ih31i
�
2⇥2��1e�1+�2e�2+�3e�3�.(2.12)

(Althoughnotessentialforourpresentconsiderations,itmaybeofsomeinter-

estthattheseobjectscanbemadefullypermutationinvariantbyincludingalsoa

prefactorf
c

1
,c

2
,c

3
dependingonthe‘colors’caoftheparticlesinvolved(where‘color’

issimplyalabeldenotingthepossibledistinguishablestatesinthetheory).General

considerationsofquantummechanicsandlocality(seee.g.[69])requirethatanysuch

prefactormustbefullyantisymmetricandsatisfyaJacobiidentity—implyingthat

colorlabelscombinetoformtheadjointrepresentationofaLiealgebra.Themost

physicallyinterestingcaseiswhenthisisthealgebraofU(N);inthiscase,Ncanbe

viewedasaparameterofthetheory,andscatteringamplitudescanbeexpandedin

powersof1/Ntoallordersofperturbationtheory,[70].Inthispaper,wewillmostly

concernourselveswiththeleading-termsin1/N—theplanarsectorofthetheory.)

–9–

Poincaré invariance in the same way, but arise only in theories with higher-dimension

operators like F 3 or R3. In general, Poincaré invariance fixes the kinematical de-

pendence of the three-particle amplitude involving massless particles with arbitrary

helicities to be, [69]:

A
3

(h
1

, h
2

, h
3

) /
⇢
[12]h1+h2�h3 [23]h2+h3�h1 [31]h3+h1�h2

P
h
a

> 0;

h12ih3�h1�h2h23ih1�h2�h3h31ih2�h3�h1
P

h
a

< 0.
(2.10)

As mentioned above, in maximally supersymmetric theories all helicity states

are unified in a single super-multiplet, and so there is no need to distinguish among

the particular helicities of particles involved; and so, we may consider the simpler,

cyclically-invariant amplitudes:

and (2.11)

The first includes among its components the (�,+,+) amplitude of (2.7), while the

latter includes the (+,�,�) amplitude. These super-amplitudes are given by,

A(1)

3

=
�1⇥4

�
[2 3]e⌘

1

+ [3 1]e⌘
2

+ [1 2]e⌘
3

�
[1 2][2 3][3 1]

�2⇥2

�
�
1

e�
1

+ �
2

e�
2

+ �
3

e�
3

�
;

A(2)

3

=
�2⇥4

�
�
1

e⌘
1

+ �
2

e⌘
2

+ �
3

e⌘
3

�
h1 2ih2 3ih3 1i �2⇥2

�
�
1

e�
1

+ �
2

e�
2

+ �
3

e�
3

�
.

(2.12)

(Although not essential for our present considerations, it may be of some inter-

est that these objects can be made fully permutation invariant by including also a

prefactor f c1,c2,c3 depending on the ‘colors’ c
a

of the particles involved (where ‘color’

is simply a label denoting the possible distinguishable states in the theory). General

considerations of quantum mechanics and locality (see e.g. [69]) require that any such

prefactor must be fully antisymmetric and satisfy a Jacobi identity—implying that

color labels combine to form the adjoint representation of a Lie algebra. The most

physically interesting case is when this is the algebra of U(N); in this case, N can be

viewed as a parameter of the theory, and scattering amplitudes can be expanded in

powers of 1/N to all orders of perturbation theory, [70]. In this paper, we will mostly

concern ourselves with the leading-terms in 1/N—the planar sector of the theory.)

– 9 –

�
⇤ ⇤ ⇤

� ✓
⇤ ⇤ ⇤
⇤ ⇤ ⇤

◆ Gluing preserves
positivity of minors
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✤ “Basis” of these matrices: labeled by permutations

Permutations

✓
⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤

◆
$ $ (3, 4, 1, 2)

Deligne table

✤ Juggling patterns 
Allen Knutson (Cornell U.)

1990-1995 world record in juggling (12 balls)
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POSITROID VARIETIES I: JUGGLING AND GEOMETRY

ALLEN KNUTSON, THOMAS LAM, AND DAVID E SPEYER

ABSTRACT. While the intersection of the Grassmannian Bruhat decompositions for all co-
ordinate flags is an intractable mess, the intersection of only the cyclic shifts of one Bruhat
decomposition turns out to have many of the good properties of the Bruhat and Richardson
decompositions.

This decomposition coincides with the projection of the Richardson stratification of the
flag manifold, studied by Lusztig, Rietsch, and Brown-Goodearl-Yakimov. However, its
cyclic-invariance is hidden in this description. Postnikov gave many cyclic-invariant ways
to index the strata, and we give a new one, by a subset of the affine Weyl group we call
bounded juggling patterns. We adopt his terminology and call the strata positroid varieties.

We show that positroid varieties are normal and Cohen-Macaulay, and are defined as
schemes by the vanishing of Plücker coordinates. We compute their T -equivariant Hilbert
series, and show that their associated cohomology classes are represented by affine Stan-
ley functions. This latter fact lets us connect Postnikov’s and Buch-Kresch-Tamvakis’ ap-
proaches to quantum Schubert calculus.

Our principal tools are the Frobenius splitting results for Richardson varieties as devel-
oped by Brion, Lakshmibai, and Littelmann, and the Hodge-Gröbner degeneration of the
Grassmannian. We show that each positroid variety degenerates to the projective Stanley-
Reisner scheme of a shellable ball.
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Other appearances of graphs

✤ Cluster variables associated with each graph

✤ Dual graphs: quivers, Seiberg duality, shalow water waves,…

all the rows of " add up to zero. Of course, having a 1/2 bi-fundamental field is

clearly not possible in a physical theory; but a physical realization can be always be

obtained by including also super-potential terms (see e.g. [52,53]) which we will not

need for our purposes of formal analogy.

Let’s see how a square-move a↵ects the resulting dual-quiver; starting from,

(15.5)

it is easy to find the corresponding quiver:

(15.6)

Very nicely, this new quiver corresponds to nothing but the Seiberg-dual of quiver

(15.3) with respect to the internal node (5), [3]. In other words, the arrows connected

to node (5) are reversed and new bi-fundamentals are created between two flavor

nodes every time the bi-fundamentals connecting them to (5) can pair-up. This

happens when the arrows are in opposite directions. Whenever possible, the new

bi-fundamentals pair-up with existing ones to get a mass and disappear from the

theory in the infrared. (Here, we again must stretch the analogy a bit, declaring

that, e.g. the new bi-fundamental going from (1) to (2) pairs up with the existing

‘half bi-fundamental’ from (2) to (1) to leave behind a new ‘half bi-fundamental’

from (1) to (2).)

The factors of 1/2 appearing in this discussion might seem like an unnecessary

annoyance. In order to see the importance of these factors in the definition of �F
f1,f2

,

let us consider the 5-particle on-shell diagram (in bipartite form):

(15.7)

whose quiver is found to be given by:

– 108 –

Here, we have written the matrices C(↵) and C(�) obtained as boundary-measurements

as discussed in section 4.5. The factor � in C(�) is given by,

� ⌘ 1

1� �
1

�
2

�
3

�
4

, (4.65)

and arises from summing the infinite geometric series of paths which circle-around

the internal loop of the perfectly-oriented graph. The edge-variables in (4.64) used

as coordinates in G(2, 4) are closely-related to the face-variables in (4.63).

It is not hard to express the face variables in terms of the edge variables for the

two orientations in (4.63). It is easy to see that,

f
0

= ↵
1

↵�1

2

↵
3

↵�1

4

, f
1

= ↵�1

1

, f
2

= ↵
2

, f
3
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3

, f
4

= ↵�1

4

;

f 0
0

= (�
1

�
2

�
3

�
4

)�1, f 0
1

= �
1

, f 0
2

= �
2

, f 0
3

= �
3

, f 0
4

= �
4

.
(4.66)

Because the boundary-measurements must represent the same point in the Grass-

mannian regardless of whether we use ↵ or � coordinates, we see that:8>>><>>>:
↵
1

= �
2

�
3

�
4

�

↵
2
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2

�

↵
3
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1

�
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�
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�
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4
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) f 0
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. (4.67)

Observing that � = (1 + f 0�1

0

)�1 = (1 + f
0

)�1, we therefore conclude that a square-

move alters face-variables according to:

(4.68)

This transformation of the face variables is an example of a more general operation

related to cluster transformations as described in section 15.2. Note that, crucially,

our form is invariant under this transformation:Y
f

df

f
= �

Y
f

0

df 0

f 0 (4.69)

The invariance of the measure (modulo an overall sign) guarantees that the on-shell

forms associated with diagrams related by square moves are the same—di↵ering only

by a change of coordinates used.

Let us now turn to bubble-deletion. It is easy to see that the following oriented

subdiagrams always lead to exactly the same boundary-measurements:

– 42 –

(Fock-Goncharov 2003)

(Kodama-Williams 2011)
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On-shell diagrams

✤ Same diagrams: radically different interpretation

✤ Physical on-shell processes: product of 3pt amplitudes

✤ Detailed study of this connection 

=
P

M3 · M3 · M3 . . .M3 · M3

Record on arxiv?

= Volume (A)

Tree-level
gg ! gggg
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Physics vs geometry

✤ Dynamical particle interactions in 4-dimensions

✤ Static geometry in high                                       
dimensional space 3

2

1
6

7

4

5

Real process
at LHC
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At the intersection

✤ Fascinating connection between fields which have

Predictions of 
particle collisions 
for experiments

(3, 4, 5, 1, 2)

✓
⇤ ⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤ ⇤

◆
2 G+(2, 5)

Combinatorics
Algebraic geometry

Cluster algebras

never interacted so far

An,k : G+(k, n) �!
Z

G(k, k + 4)
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✤ Scattering 

Back to Parke-Taylor formula

gg ! ggg . . . gg
in our toy model

Mtree
n =

h12i3

h23ih34ih45i . . . hn1i
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✤ Scattering 

Back to Parke-Taylor formula

gg ! ggg . . . gg

(
1 +

Tree-level
(1985)

in our toy model

Mn = Mtree
n
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✤ Scattering 

Back to Parke-Taylor formula

gg ! ggg . . . gg

(
1 +

X

ij
i

j

Tree-level
(1985)

+

One-loop
(1994)

in our toy model

Mn = Mtree
n
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✤ Scattering 

Back to Parke-Taylor formula

gg ! ggg . . . gg

(
1 +

X

ij
i

j

Tree-level
(1985)

+

nr A B C D n

1 2 0 2 0 n = 4

2 2 0 2 1 n = 5

3 2 0 2 2 n = 6

4∗ 2 0 2 > 2 n ≥ 7

5 2 0 > 2 0 n ≥ 5

6∗ 2 0 > 2 1 n ≥ 6

7∗ 2 0 > 2 2 n ≥ 7

8∗ 2 0 > 2 > 2 n ≥ 8

9 2 1 2 1 n = 6

10 2 1 2 2 n = 7

11∗ 2 1 2 > 2 n ≥ 8

12∗ 2 1 > 2 1 n ≥ 7

13∗ 2 1 > 2 2 n ≥ 8

14∗ 2 1 > 2 > 2 n ≥ 9

15∗ 2 2 2 2 n = 8

nr A B C D n

16∗ 2 2 2 > 2 n ≥ 9

17∗ 2 2 > 2 2 n ≥ 9

18∗ 2 2 > 2 > 2 n ≥ 10

19∗ 2 > 2 2 > 2 n ≥ 10

20∗ 2 > 2 > 2 > 2 n ≥ 11

21 > 2 0 > 2 0 n ≥ 6

22∗ > 2 0 > 2 1 n ≥ 7

23∗ > 2 0 > 2 2 n ≥ 8

24∗ > 2 0 > 2 > 2 n ≥ 9

25∗ > 2 1 > 2 1 n ≥ 8

26∗ > 2 1 > 2 2 n ≥ 9

27∗ > 2 1 > 2 > 2 n ≥ 10

28∗ > 2 2 > 2 2 n ≥ 10

29∗ > 2 2 > 2 > 2 n ≥ 11

30∗ > 2 > 2 > 2 > 2 n ≥ 12

TABLE I: The set of cuts used to compute the planar two-loop MHV amplitude. The columns

two through four list the number of particles in the subsets A, B, C and D as described in Fig. 1.

Note that we treat separately the cases with 2 and > 2 particles in subsets A and C and also the

cases with 0, 1, 2 and > 2 particles in subsets B and D (the reason for distinguishing between

these cases will be explained in the text). We marked the cuts that we computed in this paper by

a star; the unstarred cuts were computed previously.

expect to find any integrals with a triangle sub-diagram. We also expect to find only

conformal integrals in the computation of the even part (even though this expectation has

not been proven, it has been borne out by explicit computations). Note that the assumption

that only conformal integrals appear in the even part of the amplitude implies the absence

of integrals with triangle and bubble sub-diagrams.

Another important restriction which can be proposed on the basis of the results in Ref. [4]

is the absence of integrals containing higher polygons. More precisely, the restriction can

be formulated as follows. Consider the graphs where the two loops share an edge, and the

7

A. Double box topologies

In the case of the double box topologies the massive legs attached to the vertices incident

with the common edge have to be a sum of at least three massless momenta. The cases

where these massive legs are the sum of two massless momenta are treated separately in the

subsection. IVA7. This distinction only arises for the double box topologies.

1. No legs attached
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3. Two massless legs attached
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4. One massive leg attached
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5. One massless leg and one massive leg attached
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a−1,b−1x
2
a+1,b

)
(27)

1

4

(
−x2

acx
2
a+1,bx

2
b+1,c−1 + x2

abx
2
a+1,cx

2
b+1,c−1+

+ x2
a,c−1x

2
a+1,bx

2
b+1,c − x2

abx
2
a+1,c−1x

2
b+1,c

)
(28)

0 (29)

0 (30)

6. Two massive legs attached

0 (31)
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0 (32)

0 (33)

0 (34)

7. Extra double boxes

1

4

(
−x2

a−2,bx
2
a−1,a+2x

2
a+1,b + x2

a−2,a+2x
2
a−1,bx

2
a+1,b+

+ x2
a−2,bx

2
a−1,a+1x

2
a+2,b − x2

a−2,a+1x
2
a−1,bx

2
a+2,b

)
(35)

−
1

4

⎡

⎣a + 1 b − 1 b

b b + 1 a − 1

⎤

⎦ (36)

0 (37)

−
1

4

⎡

⎣ a a + 1 a + 2

a + 2 a + 3 a − 2

⎤

⎦ (38)

1

4

(
x2

a−3,a+1x
2
a−2,a+2 − x2

a−3,a+2x
2
a−2,a+1

)
x2

a,a+2 (39)

−
1

4

⎡

⎣a + 1 b − 1 b

b + 1 b + 2 a − 1

⎤

⎦ (40)

0 (41)
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−
1

4

⎡

⎣ a a + 1 a + 2

a + 3 a + 4 a − 2

⎤

⎦ (42)

1

4

(
x2

a−3,a+3x
2
a−2,a+1 − x2

a−3,a+1x
2
a−2,a+3

)
x2

a,a+2 (43)

−
1

4

⎡

⎣a − 1 a a + 1

a + 3 a − 4 a − 3

⎤

⎦ (44)

0 (45)

0 (46)

−
1

2

⎡

⎣2 3 4

6 7 8

⎤

⎦ (47)

0 (48)

−
1

4

⎡

⎣a − 2 a − 1 a

a + 2 b − 1 b

⎤

⎦ (49)

−
1

4

⎡

⎣a − 3 a − 2 a − 1

a + 1 a + 2 a + 3

⎤

⎦ (50)

0 (51)

0 (52)
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−
1

4

⎡

⎣ a a + 1 b − 1

b + 1 c − 1 c

⎤

⎦ (53)

B. Kissing double-box topologies

−
1

4

⎡

⎣a a + 1 b − 1 b

b b + 1 a − 1 a

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ b b + 1

a − 1 a

⎤

⎦ =

1

4

(
x2

a−1,b+1x
2
a+1,b−1

(
x2

ab

)
2 − x2

a−1,b−1x
2
a+1,b+1

(
x2

ab

)
2+

+ x2
a−1,a+1x

2
b−1,b+1

(
x2

ab

)
2 − x2

a−1,bx
2
a,b+1x

2
a+1,b−1x

2
ab−

− x2
a−1,b+1x

2
a,b−1x

2
a+1,bx

2
ab + x2

a−1,b−1x
2
a,b+1x

2
a+1,bx

2
ab+

+ x2
a−1,bx

2
a,b−1x

2
a+1,b+1x

2
ab

)
(54)

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b

b b + 1 a − 1 a

⎤

⎦+
1

4

⎡

⎣a − 1 a

b b + 1

⎤

⎦

⎡

⎣a + 1 a + 2

b − 1 b

⎤

⎦

(55)

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b

b + 1 b + 2 a − 1 a

⎤

⎦+
1

4

⎡

⎣a + 1 a + 2

b − 1 b

⎤

⎦

⎡

⎣b + 1 b + 2

a − 1 a

⎤

⎦

(56)

−
1

4

⎡

⎣a a + 1 b − 1 b

b b + 1 c − 1 c

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ b b + 1

c − 1 c

⎤

⎦ (57)

−
1

4

⎡

⎣ a a + 1 b − 1 b

b + 1 b + 2 c − 1 c

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣b + 1 b + 2

c − 1 c

⎤

⎦

(58)

−
1

4

⎡

⎣a a + 1 b − 1 b

c c + 1 d − 1 d

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ c c + 1

d − 1 d

⎤

⎦ (59)
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C. Box-Pentagon topologies

1. No legs attached

1

4
x2

abx
2
a+1,q

(
x2

a,b+1x
2
a−1,b − x2

abx
2
a−1,b+1

)
(60)

1

2
x2

a,a+2x
2
a+1,q

(
x2

a−1,a+2x
2
a,a+3 − x2

a−1,a+3x
2
a,a+2

)
(61)

2. One massless leg attached

1

4

(
x2

a−1,b+1x
2
ab − x2

a−1,bx
2
a,b+1

) (
x2

a+1,qx
2
a+2,b − x2

a+1,bx
2
a+2,q

)
(62)

1

4
x2

a−1,b

(
x2

abx
2
a+1,qx

2
b−1,b+1 + x2

a,b+1x
2
a+1,bx

2
b−1,q − x2

abx
2
a+1,b+1x

2
b−1,q

)

(63)

1

4

(
x2

a−4,ax
2
a−3,ax

2
a−2,qx

2
a−1,a+1 − x2

a−4,a+1x
2
a−3,ax

2
a−2,ax

2
a−1,q+

+ 2x2
a−4,ax

2
a−3,a+1x

2
a−2,ax

2
a−1,q − x2

a−4,ax
2
a−3,ax

2
a−2,a+1x

2
a−1,q

)

(64)

3. One massive leg attached

0 (65)

1

4

(
x2

aqx
2
a+1,b − x2

abx
2
a+1,q

) (
x2

bcx
2
b+1,c−1 − x2

b,c−1x
2
b+1,c

)
(66)

1

4
x2

a−1,a+1x
2
aq

(
x2

a+1,b−1x
2
a+2,b − x2

a+1,bx
2
a+2,b−1

)
(67)
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4. One massless, one massive leg attached

0 (68)

−
1

4

⎡

⎣ a a + 1 b b + 1

b + 2 c − 1 c q

⎤

⎦ . (69)

Note that in the previous formula we suppress the terms containing x2
b+1,q which would

otherwise cancel a propagator of the underlying topology. When expanded out, the expres-

sion above has 12 terms.

−
1

4

⎡

⎣a − 2 a − 1 a a + 1

a + 2 b − 1 b q

⎤

⎦ . (70)

In the previous formula we suppress the terms containing x2
a+1,q which would otherwise

cancel a propagator of the underlying topology.

5. Two massless legs attached

1

4

⎡

⎣ a a + 1 b − 1 b

b + 1 b + 2 a − 1 q

⎤

⎦ (71)

In the previous formula we suppress the terms containing x2
a+1,q which would otherwise

cancel a propagator of the underlying topology.
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1

4

⎡

⎣a − 2 a − 1 a a + 1

a + 2 a + 3 a − 3 q

⎤

⎦−
1

4

⎡

⎣a − 1 a a + 1 a + 2

a + 3 a − 3 a − 2 q

⎤

⎦ =

1

4

(
−x2

a−3,a+1x
2
a−2,a+3x

2
a−1,qx

2
a,a+2 + x2

a−3,a−1x
2
a−2,a+3x

2
a+1,qx

2
a,a+2−

− x2
a−3,a+2x

2
a−2,a+1x

2
a−1,qx

2
a,a+3 + 2x2

a−3,a+1x
2
a−2,a+2x

2
a−1,qx

2
a,a+3+

+ x2
a−3,a+1x

2
a−2,a+3x

2
a−1,a+2x

2
aq + x2

a−3,a+2x
2
a−2,a+1x

2
a−1,a+3x

2
aq−

− 2x2
a−3,a+1x

2
a−2,a+2x

2
a−1,a+3x

2
aq + x2

a−3,a+2x
2
a−2,ax

2
a−1,qx

2
a+1,a+3−

− 2x2
a−3,ax

2
a−2,a+2x

2
a−1,qx

2
a+1,a+3 + 2x2

a−3,a−1x
2
a−2,a+2x

2
aqx

2
a+1,a+3−

− x2
a−3,ax

2
a−2,a+3x

2
a−1,a+2x

2
a+1,q − x2

a−3,a+2x
2
a−2,ax

2
a−1,a+3x

2
a+1,q+

+2x2
a−3,ax

2
a−2,a+2x

2
a−1,a+3x

2
a+1,q−2x2

a−3,a−1x
2
a−2,a+2x

2
a,a+3x

2
a+1,q

)
.

(72)
We have written down this formula to emphasize how nontrivial it is. We suppress

the terms containing x2
a−2,q and x2

a+2,q, respectively. These terms would otherwise cancel a

propagator of the underlying topology. We will see below that the box-pentagon topologies

with massless legs attached to the vertices of the edge common to both loops can in fact be

seen to originate in double-pentagon topologies, by cancelling some propagators.

D. Double pentagon topologies

1. No legs attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

b b + 1 a − 1 a q

⎤

⎦ (73)

In the expansion of the above formula we drop terms that would cancel propagators (in

this case, the terms containing x2
ap, x2

aq, x2
bp, x2

bq, or x2
pq). This expression has 6 terms when

expanded.
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2. One massless leg attached

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b p

b b + 1 a − 1 a q

⎤

⎦ (74)

In the formula above we drop terms that would cancel propagators (in this case, the

terms are x2
bp, x2

bq and x2
pq). This expression has 15 terms when expanded.

3. One massive leg attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

b b + 1 c − 1 c q

⎤

⎦ (75)

In the formula above we drop terms that would cancel propagators (in this case, the

terms containing x2
bp, x2

bq or x2
pq). This expression has 16 terms when expanded.

4. Two massless legs attached

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b p

b + 1 b + 2 a − 1 a q

⎤

⎦ (76)

In the formula we drop terms that would cancel propagators (in this case, the terms

containing x2
pq). This expression has 64 terms when expanded.

5. One massless, one massive leg attached

−
1

4

⎡

⎣ a a + 1 b − 1 b p

b + 1 b + 2 c − 1 c q

⎤

⎦ (77)
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In the formula above we drop terms that would cancel propagators (in this case, the

terms containing x2
pq). This expression has 78 terms when expanded.

6. Two massive legs attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

c c + 1 d − 1 d q

⎤

⎦ (78)

In the formula above we drop terms that would cancel propagators (in this case, the terms

containing x2
pq). When expanded, the above expression contains 96 terms. The number of

conformal dressings is 160 (the number of coefficients unrelated by symmetries is lower).

E. Assembly of the result

As explained in Sec. II, for the MHV amplitudes the ratio between the ℓ-loop amplitude

and the tree-level amplitude can be written as a sum between parity even and parity odd

contributions

M (ℓ)
n = M (ℓ),even

n + M (ℓ),odd
n . (79)

Then, the even part can be written

M (2),even
n = −π−De2γϵ

∫
dDxpd

Dxq

∑

σ

∑

i∈Topologies

siciIi, (80)

where the first sum runs over cyclic and anti-cyclic permutations of the external legs, the

second sum runs over all the topologies, si is a symmetry factor associated to topology i,

ci is the numerator of the topology i, as listed in Sec. IV and Ii is the denominator or the

product of propagators in the topology i.

Apart from the parity odd part which we have not computed, there is also a contribution

which is not detectable from four-dimensional cuts, denoted by M (2),µ. This part of the

result is such that its integrand vanishes in four dimensions, but the integral itself can give

contributions to the divergent and finite parts. In Ref. [32], for n = 6 case, this part of the

result was found to be closely related to O(ϵ) contributions at one loop, M (1),µ.

Based on previous computations we expect that the odd part and the µ integrals will

not be needed in order to compare with the Wilson loop results. The odd parts could be
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11 pages of result

Two-loop
(2009)

One-loop
(1994)

in our toy model

Mn = Mtree
n



✤ Scattering 

Back to Parke-Taylor formula

gg ! ggg . . . gg

(
1 +

X

ij
i

j

Tree-level
(1985)

+

nr A B C D n

1 2 0 2 0 n = 4

2 2 0 2 1 n = 5

3 2 0 2 2 n = 6

4∗ 2 0 2 > 2 n ≥ 7

5 2 0 > 2 0 n ≥ 5

6∗ 2 0 > 2 1 n ≥ 6

7∗ 2 0 > 2 2 n ≥ 7

8∗ 2 0 > 2 > 2 n ≥ 8

9 2 1 2 1 n = 6

10 2 1 2 2 n = 7

11∗ 2 1 2 > 2 n ≥ 8

12∗ 2 1 > 2 1 n ≥ 7

13∗ 2 1 > 2 2 n ≥ 8

14∗ 2 1 > 2 > 2 n ≥ 9

15∗ 2 2 2 2 n = 8

nr A B C D n

16∗ 2 2 2 > 2 n ≥ 9

17∗ 2 2 > 2 2 n ≥ 9

18∗ 2 2 > 2 > 2 n ≥ 10

19∗ 2 > 2 2 > 2 n ≥ 10

20∗ 2 > 2 > 2 > 2 n ≥ 11

21 > 2 0 > 2 0 n ≥ 6

22∗ > 2 0 > 2 1 n ≥ 7

23∗ > 2 0 > 2 2 n ≥ 8

24∗ > 2 0 > 2 > 2 n ≥ 9

25∗ > 2 1 > 2 1 n ≥ 8

26∗ > 2 1 > 2 2 n ≥ 9

27∗ > 2 1 > 2 > 2 n ≥ 10

28∗ > 2 2 > 2 2 n ≥ 10

29∗ > 2 2 > 2 > 2 n ≥ 11

30∗ > 2 > 2 > 2 > 2 n ≥ 12

TABLE I: The set of cuts used to compute the planar two-loop MHV amplitude. The columns

two through four list the number of particles in the subsets A, B, C and D as described in Fig. 1.

Note that we treat separately the cases with 2 and > 2 particles in subsets A and C and also the

cases with 0, 1, 2 and > 2 particles in subsets B and D (the reason for distinguishing between

these cases will be explained in the text). We marked the cuts that we computed in this paper by

a star; the unstarred cuts were computed previously.

expect to find any integrals with a triangle sub-diagram. We also expect to find only

conformal integrals in the computation of the even part (even though this expectation has

not been proven, it has been borne out by explicit computations). Note that the assumption

that only conformal integrals appear in the even part of the amplitude implies the absence

of integrals with triangle and bubble sub-diagrams.

Another important restriction which can be proposed on the basis of the results in Ref. [4]

is the absence of integrals containing higher polygons. More precisely, the restriction can

be formulated as follows. Consider the graphs where the two loops share an edge, and the

7

A. Double box topologies

In the case of the double box topologies the massive legs attached to the vertices incident

with the common edge have to be a sum of at least three massless momenta. The cases

where these massive legs are the sum of two massless momenta are treated separately in the

subsection. IVA7. This distinction only arises for the double box topologies.

1. No legs attached

1

2

(
x2

a,a+2

)2
x2

a−1,a+1 (8)

1

4

(
x2

ab

)2
x2

a−1,a+1 (9)

−
1

4
x2

ab

(
x2

a,b−1x
2
a−1,b − x2

abx
2
a−1,b−1

)2
(10)

2. One massless leg attached

1

4

(
x2

a,b+1x
2
a+1,b − x2

abx
2
a+1,b+1

)
x2

a+2,b (11)

1

4

(
−x2

a−1,bx
2
a,a+2x

2
a+1,b + x2

a−1,a+2x
2
abx

2
a+1,b−

− x2
a−1,a+1x

2
abx

2
a+2,b

)
(12)

−
1

4
x2

abx
2
a+1,bx

2
b−1,b+1 (13)

−
1

4
x2

a−3,ax
2
a−2,ax

2
a−1,a+1 (14)
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1

4

(
x2

a−4,a−1x
2
a−3,a − 2x2

a−4,ax
2
a−3,a−1

)
x2

a−2,a (15)

3. Two massless legs attached

1

4

(
x2

a,b+2x
2
a+1,bx

2
b−1,b+1 − x2

a,b+1x
2
a+1,bx

2
b−1,b+2+

+ x2
a,b+1x

2
a+1,b−1x

2
b,b+2

)
(16)

1

4

(
−x2

a−1,b−1x
2
a,b+1x

2
a+1,b + x2

a−1,b−1x
2
abx

2
a+1,b+1−

− x2
a−1,a+1x

2
abx

2
b−1,b+1

)
(17)

1

4

(
x2

a−2,a+3x
2
a−1,a+1x

2
a,a+2 − 2x2

a−2,a+2x
2
a−1,a+1x

2
a,a+3+

+ x2
a−2,a+1x

2
a−1,a+2x

2
a,a+3 − x2

a−2,ax
2
a−1,a+2x

2
a+1,a+3

)
(18)

4. One massive leg attached

1

4
x2

a−2,ax
2
a−1,a+1x

2
a,a+2 (19)

1

4

(
x2

a−1,a+1x
2
a,b−1x

2
a+1,b − x2

a−1,a+1x
2
abx

2
a+1,b−1

)
(20)

0 (21)

1

4

(
x2

acx
2
a+1,bx

2
b,c−1 − x2

abx
2
a+1,cx

2
b,c−1−

− x2
a,c−1x

2
a+1,bx

2
bc + x2

abx
2
a+1,c−1x

2
bc

)
(22)
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0 (23)

0 (24)

5. One massless leg and one massive leg attached

−
1

4
x2

a−2,ax
2
a−1,a+2x

2
a+1,a+3 (25)

0 (26)

1

4
x2

a−2,a

(
x2

a−1,bx
2
a+1,b−1 − x2

a−1,b−1x
2
a+1,b

)
(27)

1

4

(
−x2

acx
2
a+1,bx

2
b+1,c−1 + x2

abx
2
a+1,cx

2
b+1,c−1+

+ x2
a,c−1x

2
a+1,bx

2
b+1,c − x2

abx
2
a+1,c−1x

2
b+1,c

)
(28)

0 (29)

0 (30)

6. Two massive legs attached

0 (31)
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0 (32)

0 (33)

0 (34)

7. Extra double boxes

1

4

(
−x2

a−2,bx
2
a−1,a+2x

2
a+1,b + x2

a−2,a+2x
2
a−1,bx

2
a+1,b+

+ x2
a−2,bx

2
a−1,a+1x

2
a+2,b − x2

a−2,a+1x
2
a−1,bx

2
a+2,b

)
(35)

−
1

4

⎡

⎣a + 1 b − 1 b

b b + 1 a − 1

⎤

⎦ (36)

0 (37)

−
1

4

⎡

⎣ a a + 1 a + 2

a + 2 a + 3 a − 2

⎤

⎦ (38)

1

4

(
x2

a−3,a+1x
2
a−2,a+2 − x2

a−3,a+2x
2
a−2,a+1

)
x2

a,a+2 (39)

−
1

4

⎡

⎣a + 1 b − 1 b

b + 1 b + 2 a − 1

⎤

⎦ (40)

0 (41)
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−
1

4

⎡

⎣ a a + 1 a + 2

a + 3 a + 4 a − 2

⎤

⎦ (42)

1

4

(
x2

a−3,a+3x
2
a−2,a+1 − x2

a−3,a+1x
2
a−2,a+3

)
x2

a,a+2 (43)

−
1

4

⎡

⎣a − 1 a a + 1

a + 3 a − 4 a − 3

⎤

⎦ (44)

0 (45)

0 (46)

−
1

2

⎡

⎣2 3 4

6 7 8

⎤

⎦ (47)

0 (48)

−
1

4

⎡

⎣a − 2 a − 1 a

a + 2 b − 1 b

⎤

⎦ (49)

−
1

4

⎡

⎣a − 3 a − 2 a − 1

a + 1 a + 2 a + 3

⎤

⎦ (50)

0 (51)

0 (52)
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−
1

4

⎡

⎣ a a + 1 b − 1

b + 1 c − 1 c

⎤

⎦ (53)

B. Kissing double-box topologies

−
1

4

⎡

⎣a a + 1 b − 1 b

b b + 1 a − 1 a

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ b b + 1

a − 1 a

⎤

⎦ =

1

4

(
x2

a−1,b+1x
2
a+1,b−1

(
x2

ab

)
2 − x2

a−1,b−1x
2
a+1,b+1

(
x2

ab

)
2+

+ x2
a−1,a+1x

2
b−1,b+1

(
x2

ab

)
2 − x2

a−1,bx
2
a,b+1x

2
a+1,b−1x

2
ab−

− x2
a−1,b+1x

2
a,b−1x

2
a+1,bx

2
ab + x2

a−1,b−1x
2
a,b+1x

2
a+1,bx

2
ab+

+ x2
a−1,bx

2
a,b−1x

2
a+1,b+1x

2
ab

)
(54)

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b

b b + 1 a − 1 a

⎤

⎦+
1

4

⎡

⎣a − 1 a

b b + 1

⎤

⎦

⎡

⎣a + 1 a + 2

b − 1 b

⎤

⎦

(55)

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b

b + 1 b + 2 a − 1 a

⎤

⎦+
1

4

⎡

⎣a + 1 a + 2

b − 1 b

⎤

⎦

⎡

⎣b + 1 b + 2

a − 1 a

⎤

⎦

(56)

−
1

4

⎡

⎣a a + 1 b − 1 b

b b + 1 c − 1 c

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ b b + 1

c − 1 c

⎤

⎦ (57)

−
1

4

⎡

⎣ a a + 1 b − 1 b

b + 1 b + 2 c − 1 c

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣b + 1 b + 2

c − 1 c

⎤

⎦

(58)

−
1

4

⎡

⎣a a + 1 b − 1 b

c c + 1 d − 1 d

⎤

⎦+
1

4

⎡

⎣ a a + 1

b − 1 b

⎤

⎦

⎡

⎣ c c + 1

d − 1 d

⎤

⎦ (59)
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C. Box-Pentagon topologies

1. No legs attached

1

4
x2

abx
2
a+1,q

(
x2

a,b+1x
2
a−1,b − x2

abx
2
a−1,b+1

)
(60)

1

2
x2

a,a+2x
2
a+1,q

(
x2

a−1,a+2x
2
a,a+3 − x2

a−1,a+3x
2
a,a+2

)
(61)

2. One massless leg attached

1

4

(
x2

a−1,b+1x
2
ab − x2

a−1,bx
2
a,b+1

) (
x2

a+1,qx
2
a+2,b − x2

a+1,bx
2
a+2,q

)
(62)

1

4
x2

a−1,b

(
x2

abx
2
a+1,qx

2
b−1,b+1 + x2

a,b+1x
2
a+1,bx

2
b−1,q − x2

abx
2
a+1,b+1x

2
b−1,q

)

(63)

1

4

(
x2

a−4,ax
2
a−3,ax

2
a−2,qx

2
a−1,a+1 − x2

a−4,a+1x
2
a−3,ax

2
a−2,ax

2
a−1,q+

+ 2x2
a−4,ax

2
a−3,a+1x

2
a−2,ax

2
a−1,q − x2

a−4,ax
2
a−3,ax

2
a−2,a+1x

2
a−1,q

)

(64)

3. One massive leg attached

0 (65)

1

4

(
x2

aqx
2
a+1,b − x2

abx
2
a+1,q

) (
x2

bcx
2
b+1,c−1 − x2

b,c−1x
2
b+1,c

)
(66)

1

4
x2

a−1,a+1x
2
aq

(
x2

a+1,b−1x
2
a+2,b − x2

a+1,bx
2
a+2,b−1

)
(67)
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4. One massless, one massive leg attached

0 (68)

−
1

4

⎡

⎣ a a + 1 b b + 1

b + 2 c − 1 c q

⎤

⎦ . (69)

Note that in the previous formula we suppress the terms containing x2
b+1,q which would

otherwise cancel a propagator of the underlying topology. When expanded out, the expres-

sion above has 12 terms.

−
1

4

⎡

⎣a − 2 a − 1 a a + 1

a + 2 b − 1 b q

⎤

⎦ . (70)

In the previous formula we suppress the terms containing x2
a+1,q which would otherwise

cancel a propagator of the underlying topology.

5. Two massless legs attached

1

4

⎡

⎣ a a + 1 b − 1 b

b + 1 b + 2 a − 1 q

⎤

⎦ (71)

In the previous formula we suppress the terms containing x2
a+1,q which would otherwise

cancel a propagator of the underlying topology.
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1

4

⎡

⎣a − 2 a − 1 a a + 1

a + 2 a + 3 a − 3 q

⎤

⎦−
1

4

⎡

⎣a − 1 a a + 1 a + 2

a + 3 a − 3 a − 2 q

⎤

⎦ =

1

4

(
−x2

a−3,a+1x
2
a−2,a+3x

2
a−1,qx

2
a,a+2 + x2

a−3,a−1x
2
a−2,a+3x

2
a+1,qx

2
a,a+2−

− x2
a−3,a+2x

2
a−2,a+1x

2
a−1,qx

2
a,a+3 + 2x2

a−3,a+1x
2
a−2,a+2x

2
a−1,qx

2
a,a+3+

+ x2
a−3,a+1x

2
a−2,a+3x

2
a−1,a+2x

2
aq + x2

a−3,a+2x
2
a−2,a+1x

2
a−1,a+3x

2
aq−

− 2x2
a−3,a+1x

2
a−2,a+2x

2
a−1,a+3x

2
aq + x2

a−3,a+2x
2
a−2,ax

2
a−1,qx

2
a+1,a+3−

− 2x2
a−3,ax

2
a−2,a+2x

2
a−1,qx

2
a+1,a+3 + 2x2

a−3,a−1x
2
a−2,a+2x

2
aqx

2
a+1,a+3−

− x2
a−3,ax

2
a−2,a+3x

2
a−1,a+2x

2
a+1,q − x2

a−3,a+2x
2
a−2,ax

2
a−1,a+3x

2
a+1,q+

+2x2
a−3,ax

2
a−2,a+2x

2
a−1,a+3x

2
a+1,q−2x2

a−3,a−1x
2
a−2,a+2x

2
a,a+3x

2
a+1,q

)
.

(72)
We have written down this formula to emphasize how nontrivial it is. We suppress

the terms containing x2
a−2,q and x2

a+2,q, respectively. These terms would otherwise cancel a

propagator of the underlying topology. We will see below that the box-pentagon topologies

with massless legs attached to the vertices of the edge common to both loops can in fact be

seen to originate in double-pentagon topologies, by cancelling some propagators.

D. Double pentagon topologies

1. No legs attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

b b + 1 a − 1 a q

⎤

⎦ (73)

In the expansion of the above formula we drop terms that would cancel propagators (in

this case, the terms containing x2
ap, x2

aq, x2
bp, x2

bq, or x2
pq). This expression has 6 terms when

expanded.
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2. One massless leg attached

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b p

b b + 1 a − 1 a q

⎤

⎦ (74)

In the formula above we drop terms that would cancel propagators (in this case, the

terms are x2
bp, x2

bq and x2
pq). This expression has 15 terms when expanded.

3. One massive leg attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

b b + 1 c − 1 c q

⎤

⎦ (75)

In the formula above we drop terms that would cancel propagators (in this case, the

terms containing x2
bp, x2

bq or x2
pq). This expression has 16 terms when expanded.

4. Two massless legs attached

−
1

4

⎡

⎣a + 1 a + 2 b − 1 b p

b + 1 b + 2 a − 1 a q

⎤

⎦ (76)

In the formula we drop terms that would cancel propagators (in this case, the terms

containing x2
pq). This expression has 64 terms when expanded.

5. One massless, one massive leg attached

−
1

4

⎡

⎣ a a + 1 b − 1 b p

b + 1 b + 2 c − 1 c q

⎤

⎦ (77)
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In the formula above we drop terms that would cancel propagators (in this case, the

terms containing x2
pq). This expression has 78 terms when expanded.

6. Two massive legs attached

−
1

4

⎡

⎣a a + 1 b − 1 b p

c c + 1 d − 1 d q

⎤

⎦ (78)

In the formula above we drop terms that would cancel propagators (in this case, the terms

containing x2
pq). When expanded, the above expression contains 96 terms. The number of

conformal dressings is 160 (the number of coefficients unrelated by symmetries is lower).

E. Assembly of the result

As explained in Sec. II, for the MHV amplitudes the ratio between the ℓ-loop amplitude

and the tree-level amplitude can be written as a sum between parity even and parity odd

contributions

M (ℓ)
n = M (ℓ),even

n + M (ℓ),odd
n . (79)

Then, the even part can be written

M (2),even
n = −π−De2γϵ

∫
dDxpd

Dxq

∑

σ

∑

i∈Topologies

siciIi, (80)

where the first sum runs over cyclic and anti-cyclic permutations of the external legs, the

second sum runs over all the topologies, si is a symmetry factor associated to topology i,

ci is the numerator of the topology i, as listed in Sec. IV and Ii is the denominator or the

product of propagators in the topology i.

Apart from the parity odd part which we have not computed, there is also a contribution

which is not detectable from four-dimensional cuts, denoted by M (2),µ. This part of the

result is such that its integrand vanishes in four dimensions, but the integral itself can give

contributions to the divergent and finite parts. In Ref. [32], for n = 6 case, this part of the

result was found to be closely related to O(ϵ) contributions at one loop, M (1),µ.

Based on previous computations we expect that the odd part and the µ integrals will

not be needed in order to compare with the Wilson loop results. The odd parts could be

22
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Chapter 1: Local Integrals for Planar Scattering Amplitudes
Arkani-Hamed, Bourjaily, Cachazo, JT [2010]

We also found 2-loop NMHV and 3-loop MHV amplitudes for any
number of external particles

=
1

3

X
i1i2<j1

j2<k1k2<i1

j1

j2

k1k2

i1

i2

CDAB

EF

+
1

2

X
i1j1<k1<

<k2j2<i2<i1

k1

k2j2
i2

i1
j1

AB

These explicitly-local, manifestly cyclic results for all 2-loop NMHV and 3-loop

MHV amplitudes are new, and stunningly-simple—even simpler than the form pro-

duced by the loop-level recursion formula.

As we will see, these extremely simple expressions are very closely related to the

leading singularity structure of the theory. The reason for the dramatic simplicity

of these results relative to the ones presented in [1] is that in [1], each integrand

was straightforwardly expanded in terms of a fixed basis of chiral integrals with unit

leading singularities, while here we are tailoring the objects that appear directly

to the amplitude. The structures are motivated by matching a particularly simple

set of leading singularities of the theory; this is made possible only by using chiral

integrands with unit leading singularities, which is why these objects play such a

crucial role in the story. What is remarkable is that matching only a small subset

of leading singularities in this way su�ces to determine the full result. Of course,

we confirm this not by laboriously matching all leading singularities, but rather by

directly checking the conjectured local forms against what we obtain from the all-loop

recursion relation.

We do not yet have a satisfactory understanding for the origin of this amazing

simplicity. Certainly, these expressions di↵er from the BCFW form in that they

are not term-by-term Yangian invariant. This suggests the existence of a deeper

theory for the integrand that will directly produce these new local forms, allowing a

more direct understanding of the emergence of local spacetime physics. We strongly

suspect that it is this formulation that will also help explain the amazing simplicity

[9] seen in the integrals yielding the physical amplitudes, and also form the point

of contact with the remarkable integrable structures of N = 4 SYM—Y-systems

and Yang-Yang equations—seen at strong coupling and also in some collinear limits

[10–12].

In [9], a geometric picture for scattering amplitudes is advanced, building on a

beautiful paper of Hodges [13], which may shed some light on the origin of these

– 4 –
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✤ Amplituhedron: Geometric picture for amplitudes

✤ Next step: non-planar, gravity, string amplitudes, QCD

✤ Evidence beyond the toy model 
On-shell diagram: non-planar, no susy

Amplituhedron-type construction beyond the planar limit

Connection to EFTs (NL   M, DBI, Galileon) via soft limits

Outlook: Beyond the toy model

Let us now show that n= nW 0 , which implies that there are no black-to-black

internal edges. Let us say the number of white multi-vertices is n+q; we want to

show that q=0. From the definition of k,

k = 2nB + nW 0 � nI = 2nB + (n+ q)� nI = 3nB + 2 + q � nI , (2.5)

from which we see that for k = 2, 3nB = nI q. But 3nB � nI on general grounds,

and so we must have that q=0, and hence 3nB=nI . Because q=0, there is one leg

connected to each white multi-vertex (nW 0 =n); and because 3nB=nI , there can be

no black-to-black internal edges. Thus every black vertex connects to precisely three

external legs via white multi-vertices, as we wanted to prove.

Therefore, any MHV (k = 2) on-shell diagram corresponding to an ordinary

function of the external data (n�=0) with kinematical support will involve precisely

(n 2) black vertices, each of which is attached to exactly three external legs via

white vertices. Thus, we can label any such diagram by a set T consisting of triplets

⌧ 2T of leg labels for each of the (n 2) black vertices.

We can illustrate how this labeling works with the following examples:

⇢
(1 2 4)

(2 3 4)

� 8
<

:

(1 2 3)

(1 3 4)

(1 3 5)

9
=

; (2.6)

8
>>><

>>>:

(1 2 3)

(2 5 6)

(3 4 6)

(4 5 1)

9
>>>=

>>>;

8
>>>>>>>>><

>>>>>>>>>:

(1 2 4)

(1 8 9)

(2 9 3)

(3 6 4)

(4 6 5)

(6 8 7)

(6 9 8)

9
>>>>>>>>>=

>>>>>>>>>;

(2.7)

Notice that because there is no preferred way to order the external legs of a non-

planar diagram, there is no preferred way to order the triples. And so while we

have chosen a particular ordering for each triple in the examples above, these choices

should be viewed as completely arbitrary.

– 5 –

(Cheung, Kampf, Novotny, JT 2014)

14. On-Shell Diagrams with N < 4 Supersymmetries

On-shell diagrams can be defined for any theory with fundamental trivalent vertices,

and in particular for gauge theories with any number, N , of supersymmetries. There

is obviously a rich structure to be unearthed here; in this short section we will

content ourselves with setting-up some of the basic formalism and highlighting the

central new mathematical object that makes an appearance—reflecting the physics

of ultraviolet singularities which are present in theories with less supersymmetry.

Let us begin our discussion by focusing on non-supersymmetric theories, those

of “N = 0”. It is useful to represent the helicities involved in each basic 3-particle

vertex by giving each of the edges an orientation:

and (14.1)

We can then glue these vertices together to build-up more complex on-shell diagrams

as before—leading to, for example:

(14.2)

In such decorated on-shell diagrams, the arrows are useful because they automatically

encode the helicities of the internal particles involved. In general, we consider the

particles as Grassmann coherent states labeled by e⌘I for I = 1, . . . ,N . In theories

with N < 4 supersymmetry, we have “+” and “�” multiplets, which include gluons

of helicity ±1 as their top components, respectively; thus, on-shell diagrams must be

labeled in exactly the same way for any N < 4.

The Grassmannian formalism is just as powerful in integrating over the phase

space of the internal particles regardless of the amount of supersymmetry. However,

when N < 4, the diagrams really are fundamentally oriented, whereas for N = 4

such an orientation merely encodes a convenient translation of the on-shell diagram

into a particular gauge-fixed matrix-representative C 2 G(k, n). If the k incoming

“source” indices are from a set A and the (n k) outgoing “sink” indices are from a,

we find exactly the same linear relation between the external kinematical data:Y
A

�2
�e�

A

� c
Aa

e�
a

�Y
A

�N
�e⌘

A

� c
Aa

e⌘
a

�Y
a

�2
�
�
a

+ c
Aa

�
A

�
, (14.3)

– 101 –

(Arkani-Hamed, Bourjaily, Cachazo, Postnikov, JT 2014)

(Bern, Hermann, Litsey, Stankowicz, JT 2014)(Arkani-Hamed, Bourjaily, Cachazo, JT 2014)
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